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Abstract

There is considerable interest in the computer vi-

sion community in representing and modelling mo-

tion. Motion models are used as predictors to increase

the robustness and accuracy of visual trackers, and as

classi�ers for gesture recognition. This paper presents

a signi�cant development of random sampling methods

to allow automatic switching between multiple motion

models as a natural extension of the tracking process.

The Bayesian mixed-state framework is described in

its generality, and the example of a bouncing ball is

used to demonstrate that a mixed-state model can sig-

ni�cantly improve tracking performance in heavy clut-

ter. The relevance of the approach to the problem of

gesture recognition is then investigated using a tracker

which is able to follow the natural drawing action of

a hand holding a pen, and switches state according to

the hand's motion.

1 Introduction

There is considerable interest in the computer vi-

sion community in representing and modelling motion

[1, 3, 4]. Learned dynamical models, in the form of

solutions to stochastic di�erential equations (SDEs),

have been used [1] to improve the agility and robust-

ness of visual trackers. There is a limit to the com-

plexity of SDE based models, however, and a natu-

ral generalisation is to allow multiple models, with

switching between models as appropriate. This al-

lows a wider range of motion to be supported without

losing the advantages of accurate prediction, and the

model in use at a given time can also act as a recog-

niser discriminating between the distinct motions. A

mixed discrete/continuous tracker combines the abil-

ity of continuous-valued motion models to track com-

plex outlines with the powerful �nite state-based sys-

tems used to describe sequential actions, for example

in Hidden Markov Models. Kalman-�lter based tech-

niques to switch between multiple models are known

in the control literature [2, 10]. In order to permit

multiple models it is necessary to represent multiple

hypotheses while motion is ambiguous. However, ex-

tensions of the Kalman �lter to permit multiple hy-

potheses are known to face a combinatorial explosion.

Existing gesture recognition research, using either

state-based [12, 3] or continuous-valued [5, 9] mod-

els divides the recognition process into two stages.

First, some low-dimensional feature vector is extracted

from an image (e.g., image-moments, or the output

from a tracker). Only when this information has

been extracted is recognition performed on the low-

dimensional data. A great potential advantage of the

multiple-model approach is that recognition and fea-

ture extraction are performed jointly, and so the form

of the expected gesture can be used to guide feature

search, potentially making it more e�cient and robust.

Existing gesture recognition systems also often work

on rather coarse shapes, while some applications re-

quire a framework which allows detailed continuous-

valued shape models rather than a �nite number of

possible object con�gurations.

Random sampling �lters [7, 6, 8] were introduced

to address the need to represent multiple hypotheses

when tracking; the Condensation algorithm [7] has

been applied to the problem of visual tracking in clut-

ter. This paper extends the Condensation frame-

work to permit a mixed-state object representation

combining continuous-valued shape parameters with

a discrete label encoding which one of a discrete set

of motion models is in force. A joint p.d.f. for the

mixed-state model is derived, and owing to the struc-

ture of the algorithm, model switching is performed

jointly with tracking. Two bene�ts are therefore ev-

ident; tracking performance of certain classes of mo-

tions can be increased by building more appropriate

models, and discrete parameters labelling the model-

switching can be used as a source of information in

their own right. The exibility of the sampling frame-

work allows a wide class of models to be used, which

are not restricted to the solutions to SDEs.

2 The Condensation Algorithm

A full description and derivation of the Condensa-

tion algorithm is given in [7]. The �lter's output at a



given timestep t is an approximation of an entire prob-

ability distribution of likely object positions, repre-

sented as a weighted sample set fs

(n)

t

; n = 1; : : : ; Ng

with weights �

(n)

t

. The iterative process applied to the

sample-sets is shown in �gure 1. At the top of the di-
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Figure 1: One timestep in the Condensation algo-

rithm. Blob centres represent sample values and sizes de-

pict sample weights.

agram, the output from timestep t� 1 is the weighted

sample-set f(s

(n)

t�1

; �

(n)

t�1

); n = 1; : : : ; Ng. The �rst op-

eration is to sample (with replacement) N times from

the set fs

(n)

t�1

g, choosing a given element with prob-

ability �

(n)

t�1

. Some elements may be chosen several

times, while others may not be chosen at all.

Each element chosen from the new set is now sub-

jected to a predictive step which corresponds to sam-

pling from the process density p(X

t

jX

t�1

= s

(i)

t�1

)

(where X

t

is a parameter vector describing the ob-

ject's state; its con�guration and velocity at time t),

so predictions from identical base samples will in gen-

eral be di�erent. Any dynamical model can be used

within the algorithm provided the process density can

be sampled. Finally the observation step is applied,

calculating weights by evaluating the observation den-

sity p(Z

t

jX

t

) to obtain the sample-set representation

f(s

(n)

t

; �

(n)

t

)g of the state-density for time t.

3 A mixed-state model

The fact that the process density p(X

t

jX

t�1

) can

have a somewhat general form can be exploited to al-

low the Condensation algorithm to support, and au-

tomatically switch between, multiple motion models.

The extended state is de�ned to be

X = (x; y); x 2 R

N

M

; y 2 f1; : : : ; N

S

g

where y is a discrete variable labelling the current

model, and x is a vector in the parameter space de-

scribing the object con�guration and velocity. The

process density can then be decomposed as follows:
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t
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ij

(x

t�1

)

where the T

ij

are state transition probabilities. The

continuous motion models for each transition are given

by the sub-process densities p

ij

(x

t
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)

p(x

t

jy

t

;X

t�1

) : p(x

t

jx

t�1

; y

t�1

= i; y

t

= j)

= p

ij

(x

t

jx

t�1

):

In order to implement a model in the Condensa-

tion framework it is su�cient to specify a sampling

algorithm for the process density, and the algorithm

for mixed-state Condensation is shown in �gure 2.

When tracking with a model of this form, discrete
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Figure 2: The mixed-state Condensation algorithm.

state transitions can be expected to occur automati-

cally when appropriate. Each discrete state transition

with non-zero probability contributes samples to the



state distribution, and several such peaks are main-

tained while the motion is ambiguous. As soon as one

model predicts signi�cantly more accurately than the

others, that model will dominate.

4 Tracking implementation

We follow standard methods to model both shape

and continuous motion [1]. Object outlines are repre-

sented by quadratic B-splines, and the B-spline con-

trol points are restricted to lie in a linear subspace

constructed using principal components analysis on a

number of sample views. We assume that T

ij

(x

t

) �

T

ij

and specify these probabilities by hand. Contin-

uous motion is modelled as a second order SDE the

parameters of which are learned from example train-

ing sequences using Maximum Likelihood Estimation

[1]. Writing

x

t

=

�

x

t

x

t�1

�

the required sampling scheme for an SDE-based sub-

process density is given by

x

t

= Ax

t�1

+

�

B!

t

0

�

; !

t

2 N(0; 1)

N

X

where A and B are the learned parameters of the dy-

namical model and !

t

is a vector of i.i.d. random vari-

ables. When learning several sub-process densities for

a variety of models, the training data is segmented by

hand to distinguish the models. Future research will

attempt to determine an automatic method for per-

forming the segmentation of training data and learn-

ing T .

At each timestep, some output must be displayed

to represent the estimated tracked position. While

it would be feasible to compute the estimate as the

weighted mean of the entire sample set, as in [7], it is

expected that di�erent discrete states will correspond

to distinct clusters in con�guration space, and so the

following two stage approach is adopted. First the

MAP estimate for the discrete state is found from

ŷ

t

= arg max

j

P (y

t

= jjZ

1

: : :Z

t

)
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j

X

n2�

j

�

(n)

t
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�

j

= fn j s

(n)

t

= (x

(n)

t

; j)g:

Then the estimate for the shape-space parameter vec-

tor is found from the weighted mean of that discrete

sample set:

^
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x
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and it is this mean estimate which is displayed in later

�gures. The sample-set is initialised by determining

the shape-space vector x

0

which corresponds to the

initial position of the object in the sequence, and set-

ting

x

(n)

0

=

�

x

0

x

0

�

; y

(n)

0

= 0; �

(n)

0

=

1

N

; for all n:

Automatic initialisation is of course of great interest,

and is the subject of current research. The observation

density p(ZjX) is chosen to suit the application as

described in the following sections.

5 Tracking a bouncing ball

A model was constructed to track a ball which falls

vertically and bounces on a table-top. This situation

requires two discrete states where the second state cor-

responds to a \bounce event." This is a special form of

continuous motion model which decays back to the de-

fault constant acceleration model after one timestep,

giving the transition matrix (set manually)

T =

�

0:9 0:1

1:0 0:0

�

where the constant acceleration model is used for tran-

sitions 1 ! 1 and 2 ! 1 and the bounce model for

transitions 1 ! 2. The models, shown in �gure 3,

demonstrate the exibility of the framework compared

with an SDE-based approach. An a�ne shape-space

x = (x

1

; h; x

3

; : : : ; x

6

)

T

is used where h is the ball's

height. A random walk of small amplitude is used

to model x

1

and the shape parameters x

3

: : : x

6

. The

parameters of the models are: constant acceleration

due to gravity a = 4:17pixels/s

2

, the standard devi-

ation of vertical position noise for the constant accel-

eration model �

h

, the coe�cient of restitution of the

ball, e = 0:67, and the standard deviation of vertical

position and velocity noise for the bounce model, re-

spectively �

B

= 2pixels and �

v

= 10pixels/s. The

observation density p(Z

t

jX

t

) used in this example fol-

lows established practice [7]. Normals of a �xed length

 are cast at M speci�ed points s

m

around the B-

spline curve r(s) and edges are detected along those

normals. Then

p(ZjX) / exp

(

�

M

X

m=1

1

2rM

f(z

1

(s

m

)� r(s

m

); )

)

;



Constant acceleration model
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Figure 3: Motion models for a bouncing ball.

in which r = 0:01 is a variance constant, z

1

(s) is

the closest associated feature to r(s) and f(�; ) =

min(�

2

; 

2

) to take account of the search scale .

When tracking against a blank background, the

mixed-state model followed the bouncing ball as ex-

pected, and a single-state model with the same pro-

cess noise failed at the �rst bounce. However, when

the process noise for the single-state model was in-

creased enough, it too tracked the bounces. The true

utility of the more accurate mixed-state motion model

is demonstrated when background clutter is added.

Now the tracking problem becomes much harder, and

a precisely tuned prediction is vital to prevent distrac-

tions by the clutter. A sequence was recorded, show-

ing the ball bouncing in front of a highly cluttered

backdrop (�gure 4). The thick white outline shows

the estimated ball position, while thin black outlines

are high-scoring samples from a set of N = 1500.

With �

h

= 3pixels the mixed-state model tracked

successfully (left, dashed outlines show samples which

have performed a bounce transition). Although the

estimate is misaligned slightly in this frame, enough

samples are present in the vicinity of the ball that

correct tracking continues. The single-state model

with �

h

= 3pixels tracked the ball on its initial de-

scent, but at the moment of the �rst bounce tracking

failed (middle). Increasing �

h

caused the single-state

model to be distracted by clutter almost immediately

(right).

�

h

= 3pixels �

h

= 3pixels �

h

= 8pixels

Figure 4: A mixed-state tracker outperforms a

single-state tracker in clutter (see text).

6 A three-state drawing model

Next, a tracker was constructed to follow the out-

line of a hand as it draws with a pen. Three distinct

motions are included | a general line-drawing state, a

stationary state, and a \scribbling" state correspond-

ing to the rapid back-and-forth motion used when �ll-

ing a region, which could perhaps be used in an in-

teractive drawing package to signal that a ood-�ll is

required. An observation density was constructed for

the hand tracker to take advantage of the known image

properties of a hand drawing with black marker pen on

a white page. The hand-coloured pixels are clustered

around mid-grey, and the pixels on the page form two

clusters, one around white and one around black. A

distribution to represent this information consists of

a single Gaussian N(�

f

; �

f

) for foreground pixels and

a mixture �

1

N(�

b1

; �

b1

)+�

2

N(�

b2

; �

b2

) for the back-

ground. In all of the sequences used, the right edge

of the hand was in slight shadow, so one set of coef-

�cients was used for the left hand-edge and another

for the right. The coe�cients were set manually as

shown in table 1. The observation density was then

calculated as follows:

p(ZjX) /

M

Y

m=1

y

m

0

@

0

Y

l=�

g

f

(z

l

(s

m

))

1

A

 

l=

Y

0

g

b

(z

l

(s

m

))

!



�

f

�

f

�

1

�

b1

�

b1

�

2

�

b2

�

b2

unshadowed 120 14.1 1 60 20 1 225 20

shadowed 90 14.1 1 60 20 1 180 20

Table 1: Gaussian coe�cients for foreground and

background pixels in hand images. Values are in units

of grey-level intensity.

where z

l

(s

m

) is the greyscale intensity at distance

l pixels along the normal to the curve at spline-

parameter s

m

(negative values indicate the interior of

the object), g

f

and g

b

are the Gaussian mixtures out-

lined above, and y

m

is a penalty constant which is set

to 1 if an edge is detected in the direction of the nor-

mal at the position s

m

and 0:3 otherwise. This penalty

constant favours con�gurations which have detectable

edges around the contour, but admits the possibility

that clutter may locally have the same intensity as the

hand, suppressing edge detection.

Six training sequences with approximately similar

camera angles and lighting conditions, showing mo-

tions with increasing agility and against increasing

clutter, were used to construct the models. Portions

of each of the training sequences were hand-labelled

as general motions or scribbling motions, and used

to train SDE models. A PCA shape-space was built

for the hand by �rst selecting 15 views and drawing

around them interactively to create an initial shape-

space, then using the tracker with that shape-space to

�nd viewing angles of the hand which were not rep-

resented in the sample views. Next, 65 of these mis-

aligned views were corrected manually and combined

with the initial 15 views using PCA to form the �nal

12-dimensional shape-space. The transition probabil-

ity matrix used was

T =

0

@

0:9800 0:0015 0:0185

0:0850 0:9000 0:0150

0:0050 0:0150 0:9800

1

A

which reects the composition of a typical drawing.

Most of the time is spent performing default motions

y = 1, but there are occasional pauses y = 2 of short

duration, and less frequently somewhat longer periods

of scribbling y = 3. Also, scribbling motions often

start or end with a pause.

Since the scribbling motion is an oscillator with

small spatial extent, a variant of the standard SDE

model was used which allows the mean of the oscil-

lation to vary [11]. Each scribbling motion is con-

sidered to have a �xed mean, but distinct scribbles

have distinct means. This is encoded by augment-

ing scribble-state samples with an extra vector denot-

ing the mean con�guration X

scribble

= (x; 3; �x). The

translation components of the mean vector �x are ini-

tialised to be equal to the current position when a

scribble begins (transition 1 ! 3 or 2 ! 3), and �x is

inherited from the previous sample over the course of

that scribble (transition 3! 3).

To test the tracker, a new sequence was recorded,

which was not used to provide any training data. This

was a 1250�eld (25 s) sequence showing a drawing of

a house (�gure 5). Because of the high image veloci-

ties (up to 25pixels/�eld) combined with the high di-

mensionality of the shape-space, N = 15000 samples

per timestep were needed for robust tracking, which

runs at approximately 0.33Hz on an SGI O2 R5000

180MHz workstation. Tracking was accurate through-

out, and sample frames are shown in the �gure. The

classi�cation of motion by model-switching (�gure 6)

was also mostly accurate. The onset and end points

of scribble gestures are found fairly reliably, although

there is a slight lag in some of the switches which is to

be expected since the motion is not unambiguous until

at least a quarter of an oscillatory period has elapsed.

Since discrete states are reported according to MAP

estimates at single timesteps, information about the

temporal coherence of discrete states is thrown away.

More accurate model segmentation may be achievable

by performing windowed smoothing over the data.

Figure 5: A mixed-state tracker switches between

models according to the motion of a drawing hand.

The contour is drawn in black during default motions,

white while scribbling, and dashed while stationary.
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Figure 6: Model switching provides a classi�cation

of motion. Black dots show drawing motion and grey dots

scribbling. Stationary frames are not shown, for clarity.

Dashed lines show the extents of the scribbling gestures as

found by manual segmentation. The vertical axis shows x

translation in pixels.

Designing a visual tracker to drive a complex user-

interface application is a very challenging problem,

and there are still substantial obstacles to be over-

come. First, a speedup by a factor of nearly 100

times is necessary; computing the observation density

in hardware and switching to a multi-processor ma-

chine may bring this within reach. The system must

also be able to determine when the pen is touching

the paper, which may be achievable using stereo, or

by analysing the hand's shadow on the page [13]. It

is not clear how well the model-switching paradigm

scales when more gestures are added, and how the

tracker can be adapted for multiple users.

7 Conclusions

Just as interest in the study and characterisation of

motion is growing, advances in �ltering techniques of-

fer new opportunities to experiment with much more

exible motion models than were previously available.

In this paper a general class of motion representation

| the mixed-state model | has been described, and

a framework presented to implement such a model in

a tracker. Mixed-state models have received relatively

little attention in the computer-vision community due

to the di�culty of incorporating them in traditional

frameworks. The results presented demonstrate that

mixed-state models can be used to improve tracking

performance in the presence of complex motions, and

that as a side-e�ect it is possible automatically to dis-

criminate between distinct characteristic motions.

Several areas of research are suggested by this work.

Learned motion models have previously been found

[1] to be much more e�ective than hand-speci�ed de-

faults, but learning a joint mixed-state model is an

open research question. The sample-set size N needed

to be rather large in experiments, running 10{100

times slower than real time; it may be possible to re-

duce it by improving the observation density, possi-

bly by considering regions as well as contours. The

problems of building a user-independent tracker and

automatically initialising the algorithm have also still

to be addressed. We acknowledge the support of the

EPSRC.
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